Studies on DNN-based phase reconstruction from
amplitude spectrograms
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1. Introduction

Phase reconstruction of a coefficient of the short-
time Fourier transform (STFT) has gained much at-
tention with a wide range of applications. Although
the phase of an observed signal is available in some
applications, it is unavailable in many applications in-
cluding text-to-speech. To consider both situations,
this thesis considers phase reconstruction that recov-
ers the valid phase only from a given magnitude.

Griffin-Lim algorithm (GLA) has been widely used
for phase reconstruction [1]. GLA is based on the spec-
trogram consistency which requires the complex STFT
coefficient to be in the image of STFT. GLA often re-
sults in a low-quality signal due to the lack of prior
knowledge of the target signal. To leverage the prior
knowledge obtained from a training dataset, DNN-
based phase reconstruction methods have been stud-
ied. They outperformed GLA by using prior knowl-
edge of the target signal, but there still remains the
room for improvement in terms of the parameter effi-
ciency and the online extension.

In this thesis, I propose two DNN-based phase re-
construction frameworks. The first one, named Deep
Griffin-Lim Iteration (DeGLI), incorporates DNN-
based denoising into GLA. It takes over the iterative
nature of GLA and exploits the two projections used
in GLA, which allows one to reduce the number of
DNN parameters. The second one is a DNN-based on-
line phase reconstruction framework consisting of two
parts: (1) estimation of the phase differences by causal
DNNs; and (ii) reconstruction of the phase from the
estimated differences. As both parts do not use future
information, it woks in real-time.

2. Deep Griffin—Lim Iteration (DeGLI)

In this section, a phase reconstruction framework,
named DeGLI, is proposed [2, 3].

2.1 Griffin—Lim algorithm (GLA) [1]

GLA is one of the most popular consistency-based
phase reconstruction methods. It is formulated by
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Fig. 1 Overview of DeGLI

where m is the iteration index, and P4 is the projec-
tion onto the set of complex STFT coefficients whose
magnitude coincides with the given one A:

PA(X)M,T = AW,TXW,T/‘XM,T|~ (2)

Here, Pc is the projection onto the set of consistent
STFET coefficients:
Pe(X) = G(¢" (X)), (3)
where G denotes STFT, and Gt s its pseudo inverse.
2.2 Concept of DeGLI
Overview of DeGLI is illustrated in Fig. 1. It con-
sists of the same multiple sub-block Bg:

X+t = Bo(x™) (4)
— zm _ fg(X[m]7Y[m], Z[m]), (5)

where Y™ = pyXim), z™ = pe(Y™), Fp is a
DNN for denoising, and 6 is the parameters of the
DNN. The entire DeGLI is defined as
DeGLI (X)) = Pa(Bo (- - Ba(Ba (X)),  (6)
where X[ is an initial coefficient. Thanks to leverag-
ing the projections and using a single DNN iteratively,
one can reduce the number of DNN parameters com-
paring to existing DNN-based phase reconstruction.
2.3 Experimental evaluation of DeGLI
DeGLI was compared with GLA, WaveNet and
WaveGlow in a subjective test with 16 participants.
The training used 12500 utterances in the LJ speech
dataset, and the evaluation used other 40 utterances.
By inserting the DNN, DeGLI outperformed GLA
as shown in Fig. 2. The score of DeGLI was compa-
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Fig. 2 Subjective scores of reconstructed signals
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Fig. 3 Overview of two-stage online phase reconstruction

rable to WaveGlow even though the number of DNN
parameters was reduced to less than 0.5%.

3. Online phase reconstruction via DNIN

Online phase reconstruction is crucial for a wide
range of applications including the incremental speech
synthesis. To this end, a DNN-based online phase re-
construction framework is presented in this section.

3.1 Concept of proposed two-stage online

phase reconstruction

The proposed DNN-based online phase reconstruc-
tion consists of two parts as shown in Fig. 3. First, the
phase differences with respect to time and frequency
are estimated by causal DNNs. Second, the phase is
reconstructed from the estimated phase differences in
a frame-by-frame manner. As both parts do not de-
pend on future information, the proposed framework
works in real-time without any look-ahead frames.

Let W(-) be the wrapping operator, and v, r =
W(pw,r — Puw,r—1) and tw,r = W(dw,r — puw—1,7) are
the backward differences of phase with respect to time
and frequency, respectively. These phase differences at
the 7th frame are estimated by two DNNs, Fiime and
Fireqs as follows:

‘A/‘r - Ftime(\IIT70time)7 (7)

ﬁ‘r = Ffreq(\I’Ty efreq)y (8)
where W, is the input feature calculated from the cur-
rent and previous magnitudes. A periodic loss func-
tion should be used to train the DNNs because the
true phase differences have the ambiguity of 2nz [4].

The second part of the proposed framework recon-
structs the phase from the phase differences estimated
by the DNNs. Since it is not easy to directly han-
dle the phase differences with the ambiguity, they are
converted to the ratios of complex STFT coefficients:

ﬁw,f = Aw,T/Aw,Tflei{)W’Ty (9)
@w,T = Aw,T/Aw,T—leiﬁw’T . (10)
The obtained ratios are insensitive to the ambiguity of

the estimated phase differences.
Using the ratios of complex STFT coefficients, an
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Fig. 4 PESQ and STOI of reconstructed signals

online phase reconstruction is formulated as a weighted
lest squares problem in the complex domain:

K—1
- . - N 2
X, = arg min Z Aoyr|Zw,r = Do r T, r—1]
Xr w=0
K—1
+ Z 'Yw,flziw,‘r - Ou,‘rfiu—l,f 2, (11)
w=1
Tor = Awrrr |, (12)

where A, - > 0 and ., > 0 are the reliability of the
estimated phase differences with respect to time and
frequency, respectively. The final estimate of phase
¢w,r is obtained by taking complex argument of z., .

3.2 Experimental evaluation of DNN-based

online phase reconstruction

The proposed framework was compared with two
online phase reconstruction methods: the single pass
spectrogram inversion (SPSI) and the real-time phase
gradient heap integration (RTPGHI). The offline ver-
sion of RTPGHI (PGHI) was also evaluated.

Objective measures of the reconstructed signals are
illustrated in Fig. 4. The proposed framework outper-
formed not only online but also offline methods.

4. Conclusion

In this thesis, two DNN-based phase reconstruction
frameworks are presented. Both of them obtain ben-
efits from the strong modeling capability of DNN and
the efficiency of signal processing techniques. Thanks
to this, the proposed frameworks reconstruct high-
quality speech signals compared with either of one.
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